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Abstract—This paper addresses the relation between dialogue
acts and emotions in a Danish multimodal annotated corpus
of first encounters. Dialogue acts are semantic generalizations
of the communicative functions of speech and gestures. Certain
emotion types have been found to be strongly related to feedback
in previous studies, and therefore we wanted to investigate the
relation between emotions and dialogue acts in this corpus
further. Our analysis of the most frequently occurring dialogue
acts and the co-occurring emotions in the corpus confirms that
there is a strong relation between some dialogue act types and
specific emotion types and the relation is not only limited to
the feedback function. Moreover, the study confirms previous
work indicating that the emotions expressed in dialogues are
also strictly related to the communicative setting. Two speech
segment representations and the co-occurring emotion labels are
used as features in machine learning experiments in which various
classifiers were trained to identify the 15 most frequent dialogue
acts in the data. The results of the experiments show that using
the two speech segment representations as training data gives
state-of-the art results for dialogue act classification relying on
speech segments information. Adding information about emotions
improves classification when the classifiers are Logistic Regression
and Multilayer Perceptron.

I. INTRODUCTION

This paper investigates the automatic classification of dia-
logue acts using natural language processing methods applied
to the transcriptions of Danish dyadic conversations and infor-
mation about the emotions expressed by the speakers.

While communicating and exchanging information, hu-
mans show their emotions and attitudinal states [1] consciously
or unconsciously via their voice, body behavior and espe-
cially facial expressions. The identification of the emotions
of the participants in conversations does not only contribute
to understand how speech should be interpreted in e.g. cases
in which the emotions indicate that the speaker is making a
joke or is ironic and therefore the content should not been
understood literally, but they also show what is the attitude
of the conversation participants towards the communicative
setting, the content of the conversation, or the other conver-
sation participants. Knowing the attitudinal state of a person
and reacting to it in an appropriate way is extremely important
in every day life, but it is also essential in advanced HCI and
HRI systems, which must react to humans in an empathic way.
Attitudes are part of the cognitive state of people and thus
should be integrated in infocommunicative systems as those
proposed in e.g. [2], [3], [4].

Dialogue acts are segments of speech, which can be con-
sidered as a communicative unit. They are an operationalized
version, adapted to dialogues, of the Speech Act Theory
proposed by [5] and then further developed by [6]. According
to the theory, words do not only transmit information, but they
can also carry out actions. Usually, a dialogue act corresponds
to an utterance, including syntactic clauses, but it can also
correspond to one or more words that have a communicative
function. This is for example the case for English words such
as yeah, okay, and all right, which often have a backchan-
nelling function signaling to the speaker that the addressee
is following what has been said. Dialogue acts also describe
speech related phenomena, such as self corrections and unfin-
ished utterances.

The past decades, a number of dialogue act taxonomies
have been constructed for modeling and implementing the
structure of dialogues in dialogue systems. These taxonomies
reflect the specific domains addressed by the various projects
and systems, such as the HCRC MapTask [7], the Verbmobil
project [8], and the AMI project [9]. Even though dialogue
acts have traditionally been used in spoken systems, they
also apply to gestures, that is to body behavior in general,
comprising e.g. facial expressions, head movements and hand
gestures. One example is that of head nods and shakes having
a backchannelling function. These gestures can occur alone
or together with spoken backchannelling. Another example is
that of iconic hand gestures which provide information about
proprieties of objects, being these concrete objects or events.
As other communicative gestures they can occur alone or
they can co-occur with speech. Consequently, dialogue acts
taxonomies are a central component in both unimodal and
multimodal dialogue systems.

Since emotions are expressed by people continuously while
they are talking, in this paper we aim to see whether there
is a relation between emotions and the semantics expressed
by dialogue acts and test whether the annotations of the
participants in Danish dyadic first encounters influence the
classification of dialogue acts.

The paper contains the following parts. A short discussion
of background studies and related work is in section II and a
description of the used data is in section III. In section IV, the
classification experiments are presented and evaluated, while
in section V there is a discussion of these results. Finally in
section VI, we conclude and present future work.



II. BACKGROUND AND RELATED STUDIES

On the basis of the many domain specific dialogue acts
classifications developed in various research projects, [10],
[11] define a general dialogue act annotation scheme, known
as the ISO 24617 dialogue acts standard. The aims behind
this standard is to facilitate the interoperability between the
different dialogue act annotation schemes. The ISO 24617
standard supports the multi-functionality of speech segments
by classifying dialogue acts over six dimensions that are not
mutually exclusive. The six dialogue dimensions accounted for
by the standard are the following: a) general purpose dialogue
acts, such as questions, answers, and information giving, b)
interaction structuring dialogue acts, such as exchanging greet-
ings, apologies and thanking, c) feedback-related acts, which
include backchannelling and self feedback, d) turn manage-
ment acts, e.g. turn take and turn keep e) own communication
management, that is self corrections and retractions, and f)
time management which comprises stalling and pausing. The
ISO 24617 annotation scheme has also been applied for re-
annotating dialogue corpora, which had been coded previously
according to different annotation schemes [12].

[13] describe the annotation of dialogue acts in a mul-
timodal Danish corpus of first encounters following the ISO
24617 standard, and they analyze how the function of feedback
is expressed in the dialogue act standard and in the existing
multimodal annotations of the corpus. These multimodal an-
notations followed the MUMIN annotation scheme proposed
by [14]. [15] describes an extended version of the dialogue
act annotations of the corpus, accounting for pauses and
abandoned utterances and analyses the strong relation between
speech pauses and dialogue acts annotations. These dialogue
act annotations are used in the present study.

Numerous researchers have addressed the automatic an-
notation of dialogue acts. The most recent approaches train
classifiers on the dialogue act annotations of human-human
dialogue corpora e.g. [16], [17], [18] and human-agent in-
teractions [19]. Speech features, such as the length of the
utterances, lexical knowledge and syntax are used as features
in the classification process. [19] report an accuracy of 77.34
on the classification of 13 dialogue acts in English annotated
dialogues between humans and a robot. In their experiments,
the authors use syntactic and lexical features as well as the
larger context of the dialogue acts. This context consists of
three turns preceding each dialogue act. The baseline accuracy
obtained without including the context was 65.73.

Researchers have proposed different ways of describing
emotions. The most common strategies are the categorical
approach based on pre-defined emotion labels [1], [20], [14],
and the dimensional approach in which emotions are accounted
for via their position in unary or multi-dimensional space
[21], [22]. Some studies follow a mixed approach [23], [24]
combining emotion labels and dimensional values. There is
no common agreement on the number and type of emotion
labels or dimensions, but most annotation projects have relied
on a restricted number of labels and dimensions. A strong
relation between emotions and the communicative function of
feedback expressed by facial expressions was found in the data
we address in this study by [25] and [26].

[27] analyze the relation between emotions and dialogue

acts in the DiaCoSk corpus which consists of 46 minutes
of dialogues taken from Slovak TV talk shows. The corpus
was annotated with 14 dialogue acts and 32 emotions, com-
prising a neutral emotion. The analysis of the annotations
show that questions, information and clarification requests are
the dialogue acts which are most often related to emotions.
Moreover, statement related dialogue acts are the dialogue acts
that are most often co-occurring with emotions in the talk
shows. Interest and Surprise are mostly related to interrogative
dialogue acts, while Apprehension and Fear are often conveyed
through Action-request dialogue acts. Finally, [27] measure
the distance between the feature vectors consist of lexical
and prosodic parameters of observations and patterns. The
observations and the patterns with the minimal distance are
marked as the best ones. The results of these experiments were
promising, even if the data used was very limited in size.

In the present work, we also analyze the relation between
dialogue acts and emotions in another language and in another
communicative setting of that in [27], and we apply classifiers
to the annotated data to test whether emotions can improve
the automatic classification of dialogue acts based on speech
features. The dialogue acts and the emotions are annotated
with different annotation schemes in the Danish corpus and in
the Slovak corpus, but some of the most common label used
are similar.

III. THE ANNOTATED DATA

The data we use in our study are the annotations of dialogue
acts and emotions in twelve Danish dyadic conversations [28],
one of the NOMCO comparable first encounters corpora .
The first encounters between young males and females were
collected in Denmark, Estonia, Finland and Sweden in a
Nordic funded project [29]. All corpora were transcribed and
multimodally annotated with features describing the shape and
communicative functions of gestures according to a common
annotation scheme [30] implementing the MUMIN annotation
framework [14]1 .

Emotions and attitudinal states expressed by facial ex-
pressions were annotated in the Danish encounters using an
open list of emotion labels and a simplification of [22]’ s
three dimensional emotion labels as proposed by [23]. 28
emotion labels were used and the inter-coder agreement results
in terms of Cohen’s kappa [31] was of 0.61 for the emotion
label annotations and ranged between 0.73 and 0.88 for the
dimensional values. The final annotations were agreed upon by
three coders. In the corpus, 1027 facial expressions (71% of the
1449 facial expressions) expressed an emotion, according to
the annotators [26]. Neutral facial expressions were annotated
as not having an expression (value=NONE). The corpus was
annotated with 37 dialogue act labels, and contains 4517
dialogue acts [15].

In the present work, we extracted all the dialogue act
annotations in the Danish first encounters and the speech
tokens related to them. Some of the dialogue acts labels only
occur few times. For this reason, we sorted out dialogue acts

1The MUMIN annotation schemes for the ANVIL and ELAN multimodal
annotation systems are distributed under the CLARIN-DK infrastructure
(https://repository.clarin.dk/repository/xmlui/), with the permanent identifier
https: http://hdl.handle.net/20.500.12115/43.



TABLE I. EXAMPLE OF THE DATA: TWO ROWS

Utterance Emotion Dialogue Act

og jeg h’ar været til det ’en gang

(and I have been to it once) selfconfident Inform

+ + tidligere i d’ag

(earlier today)

j’a + jamen det er f’int NULL AlloFeedbackGive

yes well this is fine

TABLE II. THE FREQUENCY OF DIALOGUE ACT LABELS

Dialog Act Occurrences

Inform 1196

AlloFeedbackGive 979

Pausing 702

Retraction 374

Inform-Answer 301

AutoFeedback 163

Confirm 127

Check-Question 114

Propos-Question 105

AlloFeedbackAgree 96

AlloFeedbackElicit 84

Stalling 50

Disconfirm 44

Choice-Question 32

that occurred less then 30 times in the data. Successively,
we extracted all the emotion annotations from the corpus
and found with a python script the emotions that co-occurred
temporally with the dialogue acts. Our final data set consists
therefore of speech segments/utterances and their correspond-
ing dialogue act labels as well as the emotions that were shown
by the speaker.

Two rows of the data are shown in Table I as an example.
In the transcriptions of speech, an hyphen indicates that the
following syllable is stressed, while + indicates a silent
speech pause. The resulting data consisted of 4479 entries
classified with 15 dialogues act labels. 4102 of these entries
(92%) co-occurred with an emotion. The dialogue acts in
these reduced data set and their frequencies are in Table II,
while the emotions which co-occurred with the most frequently
occurring dialogue acts are in Table III. Table II shows that
the most frequent dialogue acts in this corpus are Inform,
AlloFeedbackGive (backchannelling) and Pausing. Pausing is
a phenomenon common to speech, while the large number of
Inform and AlloFeedbackGive is strongly related to the type
of dialogues, first encounters, during which the participants
exchange information about themselves and continuously pro-
vide feedback to the other participant. The two participants
meet for the first time and want to give a good impression
[15]. Furthermore, the participants in the first encounters are
standing and facing each other, and it is therefore natural that
they often nod and smile. The most common emotions which
co-occur with the dialogue acts segments are Friendly, Amused
and Uncertain and they are also expected in the context of
first encounters. What it is surprising is that only 7 out of
the 27 emotions annotated in the corpus co-occur with the 15

TABLE III. THE EMOTIONS CO-OCCURRING WITH THE DIALOGUE
ACTS

Friendly 2295

Amused 559

Uncertain 519

NONE 377

Uneasy 256

Embarrassed 192

SelfConfident 153

Confident 128

most frequent dialogue acts, and therefore we do not expect
that they will have a large influence on the classification
of these dialogue acts. However, it is interesting that the
Friendly and Amused emotions often co-occur with feedback
dialogue acts, and especially AlloFeedbackGive (Backchan-
nelling). Moreover, Confident and SelfConfident are often
related to the Inform, Inform-Answer and Confirm dialogue
acts, while Embarassed, Uncertain and Uneasy co-occur with
question-related dialogue acts and AutoFeedback, which labels
cases in which the speaker provides feedback to her own
speech. In the future, the relation between the less frequently
occurring dialogue acts and emotions should be investigated.

It is not possible to compare directly these results with
the results presented in [27] since, as noticed in section II,
the two corpora are annotated with different labels of emo-
tions and dialogue acts. However, it is clear that also in the
Danish corpus, some dialogue acts co-occur more frequently
with some emotions, and the emotions identified in the two
corpora are related to the type of dialogues. Therefore, there
are both similarity and differences between the findings in
the two corpora. Similarities are the following: the emotion
Confident often co-occurs with the dialogue act Inform and
Interest co-occurs with inform-requests acts in both corpora.
Dissimilarities related to the type of dialogues are that the
emotions Fear and Anger occur quite often in the Slovak
corpus of talk shows in relation to action-requests, while they
do not occur at all in the Danish first encounters because the
participants only speak about themselves and do not compete
with each other in this corpus.

IV. CLASSIFICATION OF DIALOGUE ACTS

Since many emotions were found to be related to the
communicative function of feedback facial expressions and
head nods in the Danish first encounters [25], we wanted
to determine whether they also influence positively the F1
scores of dialogue act classification, even if the analysis of
the data indicates that few emotion types often co-occur
with the most frequently occurring dialogue acts, Inform and
AlloFeedbackGive.

Before applying classification algorithms to the data, some
pre-processing was made. Differing from the most common
approaches to dialogue act classification, we do not use syn-
tactic features and features related to the number of words
and characters in a speech segment, but we apply transforma-
tions to the speech sequences, which are frequently used in
information retrieval and in other natural language processing
applications. More specifically, we first applied a bag of words



(BOW) transformation to the speech segments, providing a
frequency-based representation for each word, and then a Term
Frequency-Inverse Document Frequency (TF*IDF) transfor-
mation. TF*IDF is a technique usually used for determining
the most characteristic words in a document with respect to
other documents in a corpus. Finally, we converted the nominal
emotion labels to dummy variables taking binary values and
concatenated them to the two speech segment representations.

The classifiers were then trained on the following datasets:
a) BOW, b) BOW plus emotion variables, c) TF*IDF and
d) TF*IDF plus emotion variables. The scikit-learn python3
package was used for the classification experiments, in which
we trained and tested the following four classifiers: support
vector machine, multinomial Naive Bayes, logistic regression
and multilayer perceptron. A majority and a random classifier,
which takes into account the frequency of occurrences of the
various classes, were used as baselines. The data was divided
in three parts: a training set (60% of the data), a test set
(20% of the data) and an evaluation set (20%). The results
obtained by the various classifiers on the four data sets are in
Table IV. The first column of the Table shows the data set,
the second column gives the classifier, while the third, fourth
and fifth column indicate the Precision (P), the Recall (R) and
the weighted F1-score, respectively. The table shows that all

TABLE IV. RESULTS OF CLASSIFICATION

Data Algorithm P R F1

Majority 0.06 0.25 0.1

Random 0.06 0.25 0.09

BOW NaiveBayes 0.62 0.66 0.58

BOW+Emo NaiveBayes 0.56 0.66 0.57

TFIDF NaiveBaies 0.55 0.65 0.55

TFIDF+Emo NaiveBayes 0.52 0.65 0.54

BOW SVM 0.66 0.7 0.65

BOW+Emo SVM 0.62 0.68 0.62

TFIDF SVM 0.65 0.69 0.63

TFIDF+Emo SVM 0.62 0.66 0.59

BOW Logist 0.64 0.69 0.65

BOW+Emo Logist 0.62 0.67 0.63

TFIDF Logist 0.63 0.68 0.63

TFIDF+Emo Logist 0.64 0.69 0.65

BOW MLP 0.62 0.65 0.63

BOW+Emo MLP 0.61 0.64 0.61

TFIDF MLP 0.64 0.67 0.65

TFIDF+Emo MLP 0.66 0.68 0.67

classifiers perform significantly better than both the majority
and random classifier, which nearly return the same values.
The best results in terms of F1-score are achieved by the
Multilayer Perceptron when the TF*IDF model and emotion
information are used. The Multilayer Perceptron on this data
set gives an F1-score of 0.67. This must be compared to the 0.1
F1-score of the best baseline. Contrary to our expectation, the
emotion annotations only in some cases improve classification
and when there is an improvement, this is not large. Moreover,
the TF*IDF model performs better than BOW with some
classifiers, and worse with others. The Multilayer Perceptron
was run with the default parameters, but vi tested both the
adam and the sgd solver and the tahn and relu activation, and

we got the best results (those reported) with the sgd solver and
the tahn activation.

The results obtained training classifiers on Danish speech
data are in line with the results obtained on a larger corpus of
English speech dialogues when using only features extracted
from speech transcriptions without including the three preced-
ing dialogue acts [19]. It must be noted, however, that we
used BOW and TF*IDF models while the English study used
syntactic and lexical features, as well as word and character
length.

The analysis of the confusion matrices for the best per-
forming algorithms shows that the classes that are identified
most correctly are the three most frequent ones, that is Pausing,
Inform and AlloFeedbackGive. The most frequent error is that
Inform-Answer is classified as Inform. This is not surprising
and the error could be solved considering the preceding context
as proposed by [19] or joining the two classes. Another fre-
quent misclassification is that of AutoFeeeback which is con-
fused with AlloFeedbackGive. Also this error is not surprising
since the two dialogue acts are often expressed linguistically
in the same way.

V. DISCUSSION

In this paper, we have analyzed the occurrences of atti-
tudinal states and dialogue acts in a multimodally annotated
Danish corpus of first encounters, which was used in previous
studies for analyzing many discourse-related phenomena. For
example, emotion annotations were found to be strictly corre-
lated to the communicative feedback function both in speech
and gestures [25]. This study is similar to the research in [27]
in which dialogue acts and emotions in a Slovak corpus of
talk shows were analyzed. Our study confirms that certain
dialogue acts are often related to specific emotions as noticed
by [27], but they also show that this relation strongly depends
on the communicative setting. In fact, even if there are some
similarities between the most common emotions co-occurring
with Inform and question-related dialogue acts, some of the
emotions identified in the Slovak talk shows did not occur at
all in the Danish corpus of first encounters, even when they
co-occurred with corresponding dialogue acts. This was for
example the case of the emotion Fear, which was common in
the Slovak corpus in connection with action-requests, while it
did not occur in the Danish corpus. Also some of the dialogue
acts annotated in the Slovak televised corpus are not relevant
to the spontaneous Danish corpus of first encounters.

The emotions co-occurring with the most frequent dialogue
acts in thefirst encounters as well as the dialogue acts identified
in them reflect the communicative type of the dialogues and
the physical setting in which the encounters took place. The
most common emotional reactions are related to the various
semantic contexts described by the dialogue acts. For example,
the participants were friendly while providing feedback to the
speakers, and they showed amusement when the interlocutor
or they self made a joke. The participants were also confident
and self-confident when they provided information and were
insecure when they misunderstood something said by the other
participant.

We also found that the most common dialogue acts in
the corpus co-occur with a restricted number of frequently



occurring emotions, while the large majority of the remaining
emotion labels only co-occur with discourse act labels that
appear less than 30 times in the corpus and therefore are not
included in this study. In the future, it should be investigated
whether there is a strong relation between some of these
emotion labels and the more rare dialogue acts.

In the classification experiments aimed to identify correctly
dialogue acts from speech segments and emotions, we tested
a number of classifiers on two representations of speech
utterances that are often used in information retrieval and text
mining: bag of words and TF*IDF. These representations of
words have also been found to be useful in other natural lan-
guage processing applications and in image processing. In the
latter case, the transformations are applied to visual features
instead than to words. We then added emotion labels to these
representations and found that classifiers performed as well
as state-of-the-art on speech data when no larger contextual
information is used. However, the results with respect to the
contribution of emotions are not convincing, since in only two
cases the emotion features contributed to classification and
the improvement is not large. This is probably due to the
fact that only few emotion types co-occurred with the most
frequent dialogue acts. Moreover, the data set is skewed also
with respect to dialogue act types. The manual analysis of the
results of the best performing classifier also shows that the best
recognized dialogue acts are the three most frequent ones.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented an analysis of the most
frequent dialogue acts, which are a generalization of the
content of dialogues, and the co-occurring emotions expressed
by the speakers in a Danish corpus of first encounters. The
analysis shows that the same emotions often co-occur with the
same dialogue acts. This confirms what was found in a study of
annotated televised Slovak talk shows by [27]. Even if the Dan-
ish and Slovak corpus were annotated according to different
annotation frameworks, most labels can be easily compared.
The two studies show both similarities and differences between
the two corpora which are due to the different communicative
settings and dialogue types (first encounters vs. talk shows).
This also confirms that the emotions shown in dialogues are
often related to the conversation type and the communicative
settings as proposed in [25].

In the second part of the paper, we have described clas-
sification experiments in which bag of words and TF*IDF
representations of the transcriptions of the first encounters were
used in order to automatically classify the dialogue acts that
occurred at least 30 times in the dialogues. The obtained results
are state-of-the-art compared with the results obtained in clas-
sification experiments of dialogue acts in English interactions
between humans and a robot when speech features were used
[19]. This is the case even if the information used in the two
studies are different since in the English study lexical and
syntactic features were used.

We also tested whether adding information about the emo-
tions showed by the speakers could improve the classification
of dialogue acts and we found that this is the case with the
best performing classifiers, logistic regression and multilayer
perceptron. However, the improvement with the extended data

set is not as large as expected. This might be due to the fact
that the same emotion types co-occur with the most frequent
dialogue acts, which are also those more correctly identified
by the classifiers.

A lot of work can be done in the future to improve
the automatic classification of dialogue acts. Morphosyntactic
features and a syntactic representation can be automatically
added to the speech segments. The use of stop-words can be
tested and data sets features such as the length of the words,
and word2vec representations can be added. Moreover, all
multimodal annotations present in the corpus could be used
as training features, and we could investigate optimal set ups
for the various classifier. Finally, following [19], the preceding
context of dialogue acts could be included to improve the
performance of classifiers.
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