**A. Projektbeskrivelse**

# Verbal og kropslig kommunikation

# a) Formål

*Problemformulering*

Menneskelig kommunikation er “situeret” i den menneskelige krop: Vi kan ikke undgå at bruge vores ansigtsudtryk og hænder mens vi taler – selv når samtalen foregår via tele­fonen. Det er ligeledes igennem tolkningen af forældrenes kropslige såvel som sproglige reaktioner på deres første verbale eksperimenter at babyer lærer sproget. Og tegnsprogene er et tydeligt bevis på at kropslig kommunikation er særdeles effektiv, og at den kan udvikles til et helt sprog i sig selv.

Men hvad er forholdet mellem bevægelser og sprog? Udgør hver modalitet, dvs. tale, håndbevægelser, øjenbevægelser osv. et selvstændigt semiotisk system med sin egen syntaks, semantik og pragmatik, og er den kropslige kom­munikations primære formål i dette tilfælde at styre fænomener som turtagning og feedback? Eller kan de forskellige modaliteter betragtes som dele af et komplekst system? Vi ved at verbale og kropslige udtryk interagerer på forskellige niveauer. På det prosodiske niveau koordineres bevægelser og sprogligt tryk af en fælles indre rytme. På det syntaktiske hjælper bevægelser med at inddele de sproglige ytringer i mindre, håndterbare sekvenser. Og endelig på det semantiske og pragmatiske niveau udtrykker visse bevægelser selvstændig mening, mens andre bruges til at styre turtagning og feedback. Vi tror derfor at det er mest frugtbart at tænke på verbal og kropslig kommunikation som interagerende ni­veauer i et multimodalt system, og vi vil tage dette som udgangspunkt for projektet.

*Overordnede mål*

Projektets overordnede mål er at opstille en formel teori om interaktionen mellem forskellige kommunikationsmodaliteter, dvs. sproglige ytringer og ikke-verbale udtryk såsom håndbevægelser, ansigtsudtryk og øjenbevægelser. Teorien skal kunne redegøre for hvordan bevægelser integreres med det lingvistiske tegn på forskellige niveauer. Den skal være formel forstået på den måde at den skal kunne anvendes konsekvent på ikke konstruerede empiriske data således at hypoteser om de forskellige modaliteters funktion kan blive verificeret.

Projektets empiriske data vil bestå af videomateriale hvor mennesker kommunikerer i forskellige situationer og på forskellige sprog. Både de sproglige ytringer og de ikke-verbale udtryk i disse videosekvenser vil blive opmærket og analyseret. Selv om opmærkningen for det meste vil blive foretaget manuelt, er det også et mål at forske i hvordan maskinlæring delvis kan automatisere processen.

Projektets vigtigste resultat vil være en empirisk-baseret og formel multimodalitetsteori, og der forventes følgende output hvad angår publicering: en bog eller et antal tidsskriftsartikler (1-2); konferencebidrag (4-6); en international workshop om multimodalitet. Desuden vil der blive produceret en opmærkningsmodel implementeret i et kodningsværktøj med tilhørende vejledning; samt et multimodalt korpus bestående af opmærket videomateriale for flere sprog.

*Teoretisk grundlag*

Det teoretiske udgangspunkt for projektet vil være den model for multimodal kommuni­kation som projektansøgerne var med til at udvikle i det nordiske MUMIN-netværk . MUMIN-modellen er designet til at studere multimodal kommunikation med særligt fokus på feedback, turtagning og diskursstruktur. Modellen er blevet brugt til opmærkning af data på forskellige sprog (dansk, svensk, finsk, estisk, græsk) og i forskellige kommunikative situationer (interview, gruppediskussion, fiktiv interaktion i film), og den har således allerede bevist sin brede anvendelighed.

Kommunikationen repræsenteres i MUMIN som en multimodal strøm af verbale og kropslige tegn, hvor hvert tegn beskrives ved hjælp af en attributliste. Attributterne vedrører dels tegnets form i ret overordnede træk, fx en hovedbevægelse oppefra og nedad, eller en øjenbevægelse væk fra samtalepartneren; dels dets funktion i forhold til bestemte kommunikative strategier, fx feedback og accept; og dels dets relation til andre modaliteter, fx om en bevægelse forstærker eller modsiger et verbalt udtryk.

Eksempler på opmærkningsattributter vedr. ansigtsudtryk og funktionelle kategorier er vist i Fig.1.





Fig 1: Eksempler på opmærkningsattributter.

MUMINs tilgang til multimodal kommunikation er original. Det er modellens fokus på den funktionelle fortolkning kombineret med en formel, implementerbar metode, som gør tilgangen ny og lovende. Vi vil gerne citere det som en anonym reviewer skrev om MUMIN’s foreløbige resultater:

“*Thank you for attending to the very important phenomenon of turn taking and multi­modal communication. I think an effort such as yours is long overdue and I welcome it.*”

Funktionel fortolkning er ikke en let opgave. Imidlertid viser resultaterne fra tre undersøgelser hvor MUMIN-kategorierne blev anvendt på filmede samtaler på dansk, svensk og finsk [1], at kategorierne generelt bruges konsekvent. Derfor tror vi at MUMIN er et godt udgangspunkt for projektet, og at vi vil kunne opnå flotte resultater ved at give modellen større empirisk dækning og derved mere teoretisk troværdighed.

I forhold til MUMIN-modellen ønsker vi dels at udvide attributterne til at omfatte flere typer af kropslige udtryk, dels at dække over et bredere spektrum af fænomener. Eksempler er in­formationsstruktur, som er den måde hvorpå kendt og ny information bliver udtrykt, og anaforresolution, som er den proces hvorpå nominel reference bliver fastlagt i diskursen. Disse emner er allerede blevet belyst fra et sprogligt perspektiv (fx og ) og projektet vil således give os mulighed for at berige disse resultater med helt nye aspekter. Ud over at afdække hvilken rolle de kropslige udtryk spiller i forhold til disse to fænomener, vil vi også gerne undersøge hvordan den multimodale interaktion generelt kan inddrages i en diskursteori som forsøgt i .

*Betydning for fremtidig forskning og uddannelse, samfundsmæssig relevans*

Projektet er yderst relevant i forhold til den nye kandidatuddannelse i It og Kognition på Københavns Universitet, som begge ansøgere er involveret i, og som hovedansøgeren er faglig koordinator for. Multimodalitet er nemlig et af de temaer som de studerende kan specialisere sig inden for, og projektet ville give en fin mulighed for at involvere dem i opmærkningsarbejdet og i den efterfølgende analyse.

Denne mulighed ville i længden kunne medføre en udvidelse af vores forskerteam og en styrkelse af vores allerede anerkendte rolle i dette forskningsfelt.

Det skal tilføjes at vi samtidig med denne ansøgning er i gang med at søge penge til et nordisk netværk om samme emne. Netværket skal bane vejen for en ansøgning om et EU-projekt under det 7. rammeprogram under temaet ”Kognitive systemer”. Projektet har også overlap med vores arbejde i forskningsprojektet Clarin DK , som skal skabe en dansk it-infrastruktur til brug for humanistiske forskere. Vi er begge involveret i den arbejdspakke der handler om at skabe multimodale ressourcer for dansk. Alle disse aktiviteter vil skabe den synergi og den forskningsmasse der er nødvendige for at vi kan fastholde og udvide vores ekspertise på området.

Hvad angår samfundsmæssig relevans, vil projektet levere viden der kan udnyttes til at udvikle mere naturlige grænseflader for almindelige brugere såvel som brugere med særlige behov, et skridt der vil kunne føre til større brugertilfredshed og større produktivitet, og som derfor også er vigtigt for erhvervslivet.

# b) Baggrund

*State-of-the-art*

Lingvistisk forskning, både traditionelt og måske i endnu større grad i den post-chomskyanske æra, har fokuseret meget på skriftsproget [4], og derfor mere eller mindre ignoreret kropslige udtryk (forskning om tegn­sprog er naturligvis en undtagelse), hvorimod talesproget stort set er blevet overladt til fonetikere og fonologer. I de senere år har der dog i takt med taleteknologiens udvikling været stigende interesse for talesproget. I Danmark kan denne tendens iagt­tages i opbygningen af et antal talesprogskorpora (BySoc [17] [18], DanPASS [16]), hvor tale­sproget bliver registreret i konkrete kommunikative situationer. Et naturligt skridt videre er at se på multimodal kommunikation, hvor talesproget studeres sammen med de kropslige udtryk der ledsager (og ind imellem helt erstatter) de verbale [7]. Igen leverer den teknologiske udvikling yderligere motivation til grundforskningen, idet ønsket om at bygge talende hoveder og naturalistiske software-agenter har skabt ny inte­resse for kropslige udtryk.

En del multimodale korpora er således blevet udviklet både i Europa (AMI , CHIL [20] , HUMAINE ) og udenfor (TalkBank mm.). I flere af disse korpora er ikke-verbale udtryk opmærket med oplysninger som stammer fra kameraer og sensorer, eller med meget overordnede kategorier. I begge tilfælde afspejler opmærkningen en beskrivelse men ikke en egentlig fortolkning af udtrykkene.

Vores arbejde med udviklingen af MUMIN-modellen og anvendelse af denne på empirisk materiale bidrager væsentligt til dette forskningsområde dels ved at fokusere på den funktionelle fortolkning af multimodale udtryk, dels ved at indhente data fra andre sprog end engelsk.

*Ansøgernes ekspertise*

Ansøgerne har en stærk ekspertise både fagligt og organisatorisk. Vi har begge to opnået internationalt omdømme takket være vores arbejde med ’traditionelle’ lingvistiske og datalingvistiske emner, og vi har desuden profileret os ift. det multimodale område (jf. cv’er og publikationslister), hvor vi har udmærkede forbindelser med andre forskere på dette felt. Vores netværk inkluderer forskere fra institutioner såsom universiteterne i Göteborg, Helsinki og Bielefeld, KTH i Stockholm, CNRS-LIMSI i Paris, Carnegie Mellon University i Pittsburgh og NiCT i Kyoto. I Danmark har vi et relevant samarbejde med andre KU-institutter, fx Institut for Psykologi og Datalogisk Institut, samt med andre universiteter (ITU, CBS, Syddansk Universitet).

På det organisatoriske plan kan det nævnes at hovedansøgeren har koordineret en række både nationale og internationale forskningsprojekter; at hun har været medarrangør på konferencer og ph.d.-skoler; og at hun har været med til at starte kandidatuddannelsen i It og Kognition, som hun nu koordinerer. Af specifik interesse for projektet er at hun har været koordinator for det nordiske netværk om multimodale grænseflader MUMIN (www.cst.dk/mumin) og medarrangører af en række internationale workshops om multimodale korpora i forbindelse med konferencerne LREC (Language Resource and Evaluation Conference) 2004, 2006 og 2008 . Disse workshops har dannet grundlag for udarbejdelsen af en publikation om de seneste resultater inden for området .

# c) Forskningsplan

*Metodologi*

Projektet sigter dels mod at studere multimodal kommunikation generelt og opstille en teori for den, dels om at undersøge multimodalitet i forhold til to omtalte fænomener *informationsstruktur* og *nominel reference*.

Vores metodologi består af følgende trin:

* opstilling af en initial teori om multimodal interaktion og dens repræsentation i en generel diskursteori;
* opstilling af hypoteser om relationen mellem bevægelser og tale med hensyn til informationsstruktur og nominel reference. Fx kan der forventes et signifikant sammenfald mellem tryk, pauser og visse types håndbevægelser (*batonic gestures*) i forbindelse med fokus, og igen sammenfald mellem tryk, bevægelser og diskursreferenters tilgængelighed;
* videreudvikling af MUMIN-modellen med nye kategorier til opmærkning af de omtalte fænomener (dette indebærer afprøvning med forskellige kodere for at sikre kategoriernes pålidelighed);
* opmærkning af videomateriale;
* analyse af de opmærkede data og verificering af initiale hypoteser;
* afprøvning af maskinlæringsalgoritmer (fx klassifikation og clustering);
* revision af teorien.

En stor fordel ved MUMIN-modellen sammenlignet med andre tilgange til diskursanalyse (fx Conversational Analysis [6]) er at den er formel, dvs. at den består af en række velbeskrevne og entydige kategorier – om end stadig begrænsede i dækningsgrad. Det betyder at kategorierne kan implementeres i et kodningsværktøj fx ANVIL [8], og at forskellige kodere kan bruge dem konsekvent til at opmærke og analy­sere multimodal kommunikation i videosekvenser. I Fig.2 ses fx opmærkningen af et ansigtsudtryk i et ANVIL-skærmbillede.



Fig 2: Opmærkning af et ansigtsudtryk. Taleren viser interesse ved at trække øjenbrynene sammen samtidig med at han siger “ja”.

Modellens formelle egenskaber gør det muligt at sammenligne observationerne og generalisere over dem. Eksperimenter kan opstilles til at undersøge specifikke spørgsmål fx ved at lade koderne høre talestrømmen i en samtale uden at se videooptagelserne og omvendt.

I dette projekt vil vi gerne anvende denne fremgangsmåde på analyse af eksisterende videomateriale hvor mennesker kommunikerer i forskellige situationer og muligvis på forskellige sprog. Et oplagt udgangspunkt er DanPASS, et korpus af dansk talesprog der er udviklet med støtte fra Carlsbergfondet, og som allerede er blevet opmærket med en række forskellige fonetiske, prosodiske, syntaktiske og pragmatiske kategorier. Der findes ud over de transskriberede akustiske data tilhørende video­materiale som endnu ikke er blevet analyseret. En anden mulighed er at benytte materiale fra tv-udsendelser efter aftale med relevante tv-selskaber, som vi gjorde i MUMIN. Endelig vil vi arbejde med de allerede omtalte multimodale korpora som er udviklet i flere internationale projekter (AMI, CHILL, HUMAINE). Nogle af disse korpora er udstyret med data fra sensorer og kameraer. Det vil gøre det muligt at udføre statistiske analyser af relationen mellem disse data og de semantiske og funktionelle fortolkninger vi er interesseret i. Derved kan man dels udvikle metoder der kan bruges til delvis at automatisere opmærkningsprocessen, dels verificere modellens konsistens som foreslået i [28] og [29]. I Fig. vises resultaterne af et eksperiment hvor clustering blev anvendt på at afsløre korrespondancer mellem feedback og bevægelser i en videosekvens [29].



Fig. 3: Different feedback attributes fall into distinct clusters. There are correspondences between specific gaze and head attributes and feedback types.

Endelig vil vi gerne nævne at på trods af at det flersproglige og flerkulturelle perspektiv ikke er centralt i projektet, vil det være nærliggende at kigge på de ligheder og forskelle mellem sprog og kulturer som de flersproglige korpora indeholder. Det kunne fx være et godt emne for et speciale eller en ph.d.-afhandling.

*Forskningsplan*

Løbetid: tre år.

Deltagere: Patrizia Paggio og Costanza Navarretta med bidrag fra studerende.

1. år

Udvikling af initial teori om multimodal interaktion; formulering af hypoteser ang. multimodalitet ifm. informationsstruktur og nominel reference; valg af empirisk materiale; videreudvikling af MUMIN-modellen; udvikling af specifikationer til kodningsværktøj; konferencebidrag; besøg på relevante institutter (Göteborg, Helsinki, Kyoto).

2. år

Opmærkning og analyse af empirisk materiale; verificering og modificering af initiale hypoteser; eksperimenter med maskinlæring; konferencebidrag; international workshop.

3. år

Revision af multimodalitets teori; endelig formalisering og revision af det opmærkede korpus: offentliggørelse af det opmærkede korpus; bog eller tidsskriftartikler.

*Projektorganisation*

Samarbejdet mellem de to projektansøgere vil blive sikret igennem interne møder hver anden uge, hvor de teoretiske og praktiske rammer for projektet løbende vil blive drøftet og justeret. Specielt ifm. opmærkningsarbejdet er det utrolig vigtigt at koderne har en grundig fælles forståelse for opmærkningskategorierne og deres brug. Denne forståelse bliver opbygget ved fælles træning og løbende diskussion, og den bliver målt undervejs ved automatiske sammenligninger af kodernes opmærkninger. Denne metodologi har vi allerede afprøvet dels ifm. arbejdet inden for MUMIN-netværket dels i individuelle forskningsprojekter, hvor vi har koordineret studerende eller kollegaer der udførte opmærkningen sammen med os.

Det skal tilføjes at vi i forvejen er vante til et tæt samarbejde igennem de mange videnskabelige artikler vi har skrevet sammen, og igennem de fælles kurser vi har udviklet for uddannelsen i It og Kognition, og hvor vi begge to underviser på skift. Det drejer sig om kurset i Informationssøgning og kurset i Kognitionsforskning II.

*Formidling*

Projektets resultater vil blive offentliggjort igennem smalle internationale konferencer om multimodal kommunikation såvel som større konferencer hvor multimodalitet er et emne blandt andre. Eksempler på den første type er: the International Conference on Multimodal Interfaces; the Nordic Symposia on Multimodal Communication; the workshops on Multimodal Corpora at LREC (Language Resource and Evaluation Conference). Eksempler på den anden type er: the ACL (Association for Computational Linguistics) conferences; ANLP (Applied Natural Language Processing); Nodalida; the International Pragmatics conference.

Eksempler på relevante tidsskrifter er: Gesture, The Journal of Pragmatics, Cognitive Systems Research, Language Resources and Evaluation.

Vi vil desuden arrangere en international workshop muligvis i forbindelse med en af de omtalte konferencer. Endelig vil der blive opstillet et web-site.

# d) Muligheder for projektets gennemførelse

Projektet vil huses af Center for Sprogteknologi (CST) på Københavns Universitet, hvor de to involverede seniorforskere er ansat, og hvor de studerende fra kandidatuddannelsen i It og Kognition også har mulighed for at udføre projektrelevant arbejde. Multimodalitet har nu i en årrække været et vigtigt forskningsemne i CST’s strategi, og projektet vil give os muligheden for at fastlægge vores omdømme på området og for at fortsætte vores gode samarbejde med en række både udenlandske og danske institutioner. Omvendt vil dette samarbejde sikre at projektet leverer resultater af høj international standard, og at resultaterne bliver synlige i internationalt regi.

Endelig vil vi nævne at CST henter over en tredjedel af sin omsætning fra eksternfinansierede projekter. Dette forklarer hvorfor de ansatte forskere ikke har mulighed for at bidrage med mere selvfinansiering (se også punkt 18 i skema 1).
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