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Abstract. In this paper we describe the results of unsupervised (clus-
tering) and supervised (classification) learning experiments with the pur-
pose of recognising the function of singular neuter pronouns in Danish
corpora of written and spoken language. Danish singular neuter pronouns
comprise personal and demonstrative pronouns. They are very frequent
and have many functions such as non-referential, cataphoric, deictic and
anaphoric. The antecedents of discourse anaphoric singular neuter pro-
nouns can be nominal phrases of different gender and number, verbal
phrases, adjectival phrases, clauses or discourse segments of different
size and they can refer to individual and abstract entities. Danish neuter
pronouns occur in more constructions and have different distributions
than the corresponding English pronouns it, this and that.

The results of the classification experiments show a significant improve-
ment of the performance with respect to the baseline in all types of data.
The best results were obtained on text data, while the worst results were
achieved on free-conversational, multi-party dialogues.

Key words: singular neuter pronouns, pronominal functions, machine
learning, individual and abstract anaphora, text and spoken corpora,
annotation

1 Introduction

In this paper we describe the results of unsupervised (clustering) and super-
vised (classification) learning experiments with the purpose of recognising the
function of singular neuter personal and demonstrative pronouns (sn-pronouns
henceforth) in Danish corpora of written and spoken language. Therefore, we
will relate our work to relevant work done on English and Dutch data. Danish
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sn-pronouns are very frequent and have many functions such as non-referential
(expletive henceforth), cataphoric, deictic and anaphoric. The antecedents of
discourse anaphoric sn-pronouns can be nominal phrases of different gender and
number, verbal phrases, adjectival phrases, clauses or discourse segments of dif-
ferent size and they can refer to individual and abstract entities (individual and
abstract anaphors, respectively). Danish sn-pronouns occur in more construc-
tions and have different distributions than the corresponding English pronouns
it, this and that.

The first step towards the resolution of the anaphoric occurrences of sn-
pronouns is their identification and classification with respect to their type of
antecedent, see also [7], and this is the subject of the paper. The main goals of our
work have been the following: i) to test how well unsupervised and supervised
learning algorithms identify the function of Danish sn-pronouns in texts and
spoken data; ii) to individuate the information which is most useful to this task;
iii) to evaluate the function classification provided in the annotated corpora
which we used.

We start by discussing related work in section 2; then we present the data
which we have used in section 3; we describe our machine learning experiments
and discuss the obtained results in section 4; finally we conclude and present
work still to be done in section 5.

2 Related Work

To our knowledge there is no previous work to automatically recognise the
function of Danish sn-pronouns. Some algorithms to resolve English pronom-
inal anaphora presuppose pre-editing of the data to allow for the exclusion of
non-referential and cataphoric occurrences of pronouns, other algorithms include
the identification of some of the pronominal functions!.

When full-parsing of data is not possible or desirable, filtering mechanisms
and selectional preferences are applied to the data to identify the main func-
tions of pronominal occurrences and exclude some of them from the resolution
algorithms, see among others [8,18,23,19].

The resolution of the English pronouns it, this and that in English dialogues
has been addressed in [7,3,25,19]. Eckert and Strube’s algorithm [7] relies on
complex knowledge about language and discourse structure and identifies indi-
vidual and abstract occurrences of third-person singular pronouns in English on
the basis of the context in which the pronouns occur and of their type (per-
sonal or demonstrative). The algorithm has only been tested manually and non-
anaphoric occurrences of the pronouns were excluded from the test. The same
method has been partly adapted and incorporated in an algorithm for resolving
Danish discourse pronominal anaphora [20,21]. Also the Danish algorithm has
only been tested manually, relies on many knowledge sources and only accounts
for pronominal anaphoric occurrences. Byron’s PHORA-algorithm [3] resolves the

1 A comparison of the most known resolution algorithms including information on how
much pre-editing and pre-processing they require can be found in [17].
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occurrences of it, this and that in domain-specific dialogues. It is implemented
and relies on semantic knowledge and a speech act model. An other implemented
algorithm for resolving the same English pronouns is described in [25]. This algo-
rithm relies on various types of linguistic information extracted from the Penn
Treebank. Finally a machine learning approach for identifying and resolving
third-person singular pronouns in English is proposed in [19]. The algorithm has
been trained and tested on five dialogues, which were annotated for this task,
and relies exclusively on the corpus annotation. The algorithm is exposed to all
occurrences of ¢, but the non-anaphoric occurrences were pre-annotated in the
data in order to trigger all types of negative preferences which allowed the sys-
tem to sort them out. The results of this algorithm are much lower than those
obtained by the algorithms relying on complex linguistic and discourse structure
knowledge.

A machine learning approach for recognising non-referential occurrences of
the English 4t in a text corpus is presented in [1]. In this approach some of the
rules implemented in rule-based systems are generalised via word patterns which
are added to the system as features. The system also uses external knowledge
sources in the form of two word lists containing weather verbs and idioms. The
system achieved the best results using 25 features (precision was 82% and recall
72% on the given corpus).

The classification of referential and non-referential uses of the Dutch pronoun
het (it) in two text corpora is described in [12]. The classification comprises the
following uses of this pronoun: individual and abstract anaphoric, non-referential,
anticipatory subject and anticipatory object. The reported results of the clas-
sification give an improvement of approx. 30% for all distinctions with respect
to the baseline (the most frequent class). In [12] the authors also measure the
effects of the classification on a machine learning based co-reference resolution
system.

Our research is inspired by most of these approaches, especially the work
described in [7, 20,1, 12]. The novelty of our approach, apart from the language
which we investigate, consists in the following:

— we use both texts and spoken data of various type;

— we deal with personal and demonstrative pronouns as well as weak and strong
pronouns in spoken data (prosodic information about stress is included);

— we rely on a very fine-grained classification of the functions of Danish sn-
pronouns which covers all occurrences of these pronouns in both texts and
spoken data.

In these experiments we only use n-grams of words and, on texts, very basic
linguistic information. We start from the raw data (no annotation at all) and
investigate to which extent machine learning algorithms (first unsupervised than
supervised) can be useful to identify the function of sn-pronominal occurrences.
In the supervised experiments we first consider n-grams of words and the classi-
fication of sn-pronouns in the data, then we test the learning algorithms adding
to the words in the texts lemma and PoS information. In this we follow the
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strategy proposed by [6] which consists in testing various machine learning algo-
rithms and types of linguistic information to find the most appropriate datasets
and algorithms to resolve NLP tasks.

3 The data

In written Danish sn-pronouns comprise the pronoun det (it/this/that), which is
ambiguous with respect to its pronominal type, and the demonstrative pronoun
dette (this). In spoken language they comprise the unstressed personal pronoun
det (it), the stressed demonstrative pronouns d’et (this/that), d’et her (this) and
d’et der (that). The stressed demonstrative pronoun d’ette occurs very seldom
in spoken language (there were only two occurrences of it in our data and they
both referred to an individual entity).

3.1 The corpora

The corpora we use have been collected and annotated by several researcher
groups for different purposes. Thus they are very heterogeneous.

The written corpora comprise general language texts [14], legal texts and
literary texts [16]. They consist of 86,832 running words. The spoken language
corpora comprise transcriptions of monologues and two-party dialogues from
the DANPASS corpus [10], which is a Danish version of the MAPTASK corpus,
multi-party verbose dialogues from the LANCHART corpus [9] and interviews
from Danish television (LANCHART+TV henceforth). The monologues consist of
23,957 running words; the DANPASS dialogues contain 33,971 words and the
LANCHART+TV consists of 26,304 words.

3.2 The annotation

All texts contain automatically acquired PoS-tag and lemma information. Most
of the spoken corpora are also PoS-tagged, but with different tagsets. The texts
contain structural information such as chapters, sections and paragraphs, while
the transcriptions of spoken language contain information about speakers’ turns
and timestamps with respect to the audio files?. All sn-pronouns in the spoken
data are marked with stress information. The DANPASS data also contain rich
prosodic information.

In all corpora sn-pronouns and their functions are marked. (Co)reference
chains of the anaphoric sn-pronouns are also annotated together with other lin-
guistically relevant information, such as the syntactic type of the antecedent, the
semantic type of the referent and the referential relation type, see [22].

The corpora are available in the XML-format produced by the PALINKA
annotation tool [24]. The classification of the function of sn-pronouns provided
in the data is very fine-grained. It comprises the following classes:

2 Al the transcriptions were provided in the PRAAT TextGrid format
(http://www.praat.org).
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— expletive (all non-referential uses);

— cataphoric (the pronoun precedes the linguistic expression necessary to its
interpretation);

— deictic (the pronoun refers to something in the physical word);

— individual anaphoric;

— individual vague anaphoric (the individual antecedents are implicit in dis-
course);

— abstract anaphoric;

— abstract vague anaphoric (the abstract antecedents are implicit in discourse);

— textual deictic (the anaphors refer to, but are not co-referential with, pre-
ceding linguistic expressions [15]);

— abandoned (the pronouns occur in unfinished and abandoned utterances?).

80% of the corpora were annotated independently by two expert annotators and
then the two annotations were compared. The remaining 20% of the data were
only coded by one annotator and revised by the other. In case of disagreement the
two annotators decided together which annotation to adopt. In difficult cases a
third linguist was consulted to choose an annotation. The annotators could listen
to the audio files when coding the spoken data.

Inter-coder agreement was measured in terms of kappa scores [5,4] on the
first subset of the annotated data (most of the text corpora and the DANPASS
dialogues).

Table 1 shows the kappa-scores for the most frequent pronominal functions
as they are reported in [22].

function text corpora| DANPASS dialogues
expletive 0.83 0.77
cataphor 0.73 0.72
individual 0.90 0.88
individual vague 0.92 0.92
abstract 0.89 0.84
abstract vague 0.8 0.84
textual deictic 0.91 0.89

Table 1. Intercoder agreement as kappa scores

4 The Experiments

The learning experiments have been run in the WEKA system [26] which permits
testing and comparing a variety of algorithms. It also provides an interface with
which to explore the data and the learning results. We ran the experiments on
four datasets automatically extracted from the annotated corpora and translated

3 These are also called disfluencies in the literature.
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into the arff-format required by WeEKA. The four datasets we distinguish in our
experiments are the following:

1. the texts

2. the DANPASS monologues

3. the DANPASS dialogues

4. the LANCHARTH+TV dialogues.

The sn-pronouns and their functions in the four datasets are given in table 2.
The following abbreviations are used in the table: Fxpl for expletive, IndAna
for individual anaphor, AbsAana for abstract anaphor , VaglA for vague individ-
ual anaphor, VagAA for vague abstract anaphor, Catap for cataphor, Deict for
deictic, T'Deic for textual-deictic, Aband for abandoned.

Pronoun[Expl[IndAna[AbsAna[VagIA[VagAA[Catap[Deict[Tdeic[Aband[Total
Texts
det| 345 152 130 8 10 58 1 4 0| 708
dette 0 23 71 0 4 0 0 0| 98
all| 345 175 201 8 14 58 1 4 0| 816
DANPASS Monologues
unstressed| 22 107 27 14 1 14 0 0 25 210
stressed 1 74 10 8 13 11 1 0 12| 130
all] 23 181 37 22 14 25 1 0 37| 340
DANPASS dialogues
unstressed| 34 177 100 25 5 17 0 4 72| 434
stressed| 10 121 111 22 7 22 7 3 31| 334
all| 44 298 211 47 12 39 7 7| 103| 768
LANCHART+TV
unstressed| 124 301 199 56 16| 128 8 5 138| 975
stressed 0 69 93 10 7 32 1 2 46| 260
all| 124 370 292 66 23| 160 9 T 184| 1235

Table 2. Sn-pronouns and their functions in the data

4.1 Clustering experiments

Clustering was run on the raw data, but the pronominal function information in

the annotated data was used to evaluate the obtained clusters. The best results

in terms of the highest number of recognised clusters and ”correctness” were

4 Correctness is calculated by WEKA in the test phase by assigning to each cluster
the pronominal function which in the evaluation data is attributed to the largest
number of items in that cluster. The function assignment is optimised with respect
to the recognised clusters. A no-class tag is assigned to clusters whose items have
functions which have already been assigned to other clusters. Finally, correctness is
calculated for the clusters which have been assigned a function.



Automatic Recognition of the Function of Singular Neuter Pronouns 7

achieved by the WekA EM (Expectation Maximisation). Clustering was tested
on n-grams of varying size. The best results on the text data were achieved with
a window of one word preceding and two words following the sn-pronouns. Five
clusters were returned and they were bound to individual anaphor, expletive,
cataphor, abstract anaphor and no-class. Correctness was 37.5 %. The best re-
sults on the DANPASS monologues were obtained using a window of 2 words
preceding and 3 words following the sn-pronouns. Five clusters were recognised
which were bound to the functions individual anaphor, abandoned, vague ab-
stract anaphor, expletive and abstract anaphor. Correctness was 41.5%. On the
DANPASS dialogues the best results were obtained with a window of 2 words
preceding and following the sn-pronouns. The pronouns from the DANPASS dia-
logue data were grouped into 4 clusters (abandoned, individual anaphor, abstract
vague and cataphor) and correctness was 43.5%. On the LANCHART+TV data
the best results were achieved with a window of two words preceding and four
words following the sn-pronouns. The algorithm returned 3 clusters connected to
the functions individual anaphor, abstract anaphor and expletive. Correctness
was 29.5 %.

The fact that clustering gives the best results on the text data confirms
that it is harder to process transcriptions of spoken data than written data
because other information available in spoken language is not included in the
transcriptions.

From the experiments we can conclude that unsupervised learning on datasets
of the size we are working with does not provide satisfactory results for the task
of recognising such fine-grained functions of sn-pronouns (too few clusters were
identified and correctness was too low).

4.2 Classification on words

In the classification experiments we trained several classifiers on data extracted
from the corpora. The pronominal function annotated in the corpora was used
both for training and testing the classifiers. We started running various clas-
sifiers on n-grams as in the clustering experiments, then we run them on the
data enriched with various types of information. The latter experiments have
only been run on text data. In all cases the results were tested using 10-fold
cross-validation. As baseline in our evaluation we used the results provided by
the WEKA ZeroR class that predicts the most frequent attribute value for a
nominal class (accuracy is the frequency of the most used category). The Weka
algorithms which we have tested are: Naive Bayes, SMO, IBK, LBR, KStar,
NBTree, LADTree, and Rotation Forest. The algorithms were tested on win-
dows of various sizes (going from the largest one: 3 words before and 5 words
after the sn-pronouns to the smallest one: 1 word before and 2 words after the
sn-pronouns).

For texts the best results were achieved by the WEkA NBTree class (it gen-
erates a decision tree with Naive Bayes classifiers at the leaves) and the dataset
comprised three words before and five words after the sn-pronouns. For mono-
logues the best results were obtained by the SMO class (Sequential Minimal
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Optimization) run on a window of one word before and three words after the
sn-pronouns. For all dialogues the best results were achieved using a window of
2 words preceding and 3 words following the sn-pronouns. On the DANPASS
dialogue data the algorithm that gave the best results was the WEka SMO class,
while for the LANCHART+TV data the best results were obtained by the KStar®
class. The results of the classification algorithms in terms of Precision, Recall
and F-measure are in table 3. The table shows the baseline and the three best
results obtained for each datasets by various algorithms. Figures 1, 2, 3 and 4

lAlgorit hm [ Precision [ Recall [ F—measure‘
Texts

Baseline 18.3 42.8 |25.7

NBTree 62.3 65.4 [62.4

NaiveBayes 61.1 64.4 (614
RotationForest|60.7 63.5 [60.4

Monologues
Baseline 28.3 53.2 |37
SMO 64.3 66.8 |64.7
KStar 63.2 66.5 |61.3
IBK 59.6 63.5 |60.9
DDialogues
Baseline 15.1 38.8 |21.7
SMO 54.5 57.2 |55.4

NaiveBayes 52.9 56.6 [53.2
RotationForest|49.9 53.4 |50

LDialogues
Baseline 9 30 13.8
KStar 33.4 35.4 [32.9
NBTree 32.9 36.6 [32.8
SMO 32.3 33.6 |32.7

Table 3. Classification results: words and pronominal function

show the confusion matrices produced by the algorithms that performed best
on each of the four datasets. From the confusion matrices it is evident that
the performance of classification is bound to the frequency of the various types
of item in the data: occurrences of pronouns with frequently used functions are
better classified than occurrences of pronouns with seldomly occurring functions
such as textual deictic, deictic and, in some datasets, vague anaphor. Thus the
confusion matrices reflect the differences in the distribution of the pronominal
functions in the various datasets.

From the confusion matrices it can also be seen that cataphors, and indi-
vidual and abstract anaphors are often confused with expletives. Distinguishing
between cataphors and expletives was also problematic for the annotators espe-

5 K-star is an instance-based classifier which uses an entropy-based distance function.



316
35
48
49

O O NN

[

13

DO O O O O O

NOoOOoOOrRrNOP

21

13

18

o O O

Automatic Recognition of the Function of Singular Neuter Pronouns

ol e« R BT N

173
17
15

o b N O

12
156
15
13

~

10

O OO NOO WO

N N
0 0 0 © 0

= = O N

ONNOR O®P»P OO

H NNOF O EFEO

13

124
32

68

44

d
16
4
46
119
4

3
0
3

O, NOOONOAQA

P P2, NOUITON - Q

A
|
|

50| H O QA0 o e

classified as

= expletive

= cataphor

= indiv

= abstr-ana

= abstr-vague

= indiv-vague

= deictic

= textual-deictic

Fig. 1. Confusion matrix for texts

e f g h

0o o o ol
0o o0 o ol
0o 2 o0 o0
0o o o ol
0o 0o o ol
0 3 0 o0
0o o o ol
0o o0 o ol
e f g h

0 0 0 10|
0o 2 o0 o
0 1 1 0|
0o o o ol
o o 1 o
0 26 0 0
o o 7 o
0 0 0 31]

A
|
|

=TI R OB o P e i © N )

classified as
= explet

= indiv

= cataphor

= indiv-vague
= deictic

= abstr-ana
= abstr-vague
= abandoned

Fig. 2. Confusion matrix for monologues

e f g h

o 1 o0 2|
0 2 0 10|
o 1 1 1]
o o0 o 2|
o o 1 o]
0 26 0 0|
o o 7 o
0 2 0 21|

A
|
|

B Ho0o Q0 T e

classified as
= explet
indiv
cataphor

= indiv-vague
deictic
abstr-ana
abstr-vague
abandoned

Fig. 3. Confusion matrix for DANPASS dialogues

d
20
0
17
23
1
26

© O N

e f g h i

2 63 0 0 5
0 10 0 0 2
6 109 1 3 23
0 76 1 0 15
4 47 0 0 5
8218 2 0 28
o 3 2 0 2
o 4 0 0 O
3 77 1 0 44

<-- classified as

= explet

= abstr-vague

= abstr-ana

= cataphor
indiv-vague

= indiv

= deictic

= textual-deictic
= abandoned

H B0 H 0 A0 T e
1]

Fig. 4. Confusion matrix for LANCHART+TV dialogues



10 Automatic Recognition of the Function of Singular Neuter Pronouns

cially in texts, but they did not have any problem in distinguishing expletives
from anaphoric uses of the personal pronouns. Classification also confused a
number of individual and abstract anaphora in the texts. This was in few cases
also a problematic issue for humans because of the ambiguity of the data. Vague
anaphors were often not recognised as such, but this is understandable because
they often occur in the same contexts as non-vague anaphors. Finally must
classes were mixed up in the LANCHART+TV data.

In table 4 the results obtained for each category by the best performing al-
gorithms on the four datasets are given.

The results of all the experiments indicate that the classification algorithms
give significantly better results than the baseline, although the results obtained
on multi-party dialogues were much worse than those obtained on the other
data. The results with respect to the baseline for the texts, the monologues
and the DANPASS dialogues show an improvement of 36.4%, 30.7% and 33.7%,
respectively, with respect to the baseline, while the improvement for the LAN-
CHART+TV dialogues is only 19.1%.

Although these results cannot be directly compared with the results reported
for the classification of the functions of the Dutch het in [12], the magnitude of
the improvement with respect to the baseline in the two experiments is similar,
except for the results obtained on the LANCHART+TV dialogues which are not as
good as the other results. Considering the fact that we look at more categories
and more types of data than it was the case in the Dutch experiments, the results
we have obtained are positive.

The reasons for the bad results obtained on the LANCHART+TV dialogues
compared with the results obtained for the DANPASS data are many. The most
important are, in our opinion, the following. Firstly these dialogues are free-
conversational and include four discourse participants, while the DANPASS di-
alogues are two-party MAPTASK dialogues which are much more homogeneous.
Secondly the quality of the transcription of the DANPASS dialogues is much
higher than that of the transcription of the LANCHART dialogues. In the latter
transcriptions there were a number of errors which we did not correct, and the
timestamps in the speakers’ tracks were not always precisely marked. Because we
used these timestamps to automatically determine the order in which simultane-
ous speech had to be represented in the format required by PALINKA, there are
probably a number of errors in the data. Finally, the distribution of the pronom-
inal function types in the LANCHART dialogues is different from that in the other
datasets, and the automatic treatment of multi-party dialogues should include
information of various type such as the physical objects in the space where the
conversation take place, including the discourse participants and adjacency pairs.
This type of information was not available for the LANCHART corpus.

The F-measure for the recognition of expletives on the basis of the annota-
tion of the pronominal function is 78.8% in the texts, 30% in the DANPASS
monologues, 39% in the DANPASS dialogues and, finally, 32.9% in the LAN-
CHARTHTV. Only the measures obtained for the texts are satisfactorily and
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function Precision[Recall[F -measure
NBTree on Texts
expletive 69.1 91.6 |78.8
cataphor 50 19 27.5
indivindual anaphor 61.4 44.6 |51:7
abstract anaphor 61 59.2 160.1
vague abstract anaphor |0 0 0
vague individual anaphor|60 37.5 [46.2
deictic 0 0 0
textual deictic 0 0 0
SMO on Monologues
expletive 35.3 26.1 |30
cataphor 35.3 24 28.6
individual anaphor 71.9 86.2 |78.4
abstract anaphor 81.3 70.3 |75.4

vague abstract anaphor |77.8 50 60.9
vague individual anaphor|41.7 22.7 (294

deictic 0 0 0
abandoned 58.3 56.8 [57.5
SMO on DANPASS dialogues
expletive 42.1 36.4 |39
cataphor 27.8 12.8 |17.5
individual anaphor 58.1 73.2 164.8
abstract anaphor 68.6 68.2 [68.4
vague abstract anaphor |0 0 0
vague individual anaphor|23.3 14.9 |18.2
deictic 33.3 14.3 |20
textual deictic 0 0 0
abandoned 56 49.5 152.6
KStar on LANCHART dialogues

expletive 30.4 16.9 |21.8
cataphor 23.5 144 |17.8
individual anaphor 35.9 58.9 [44.6
abstract anaphor 41.6 42.5 |42
vague abstract anaphor |16.7 4.3 6.9
vague individual anaphor|17.4 6.1 9
deictic 28.6 22.2 |25
textual deictic 0 0 0
abandoned 35.5 23.9 |28.6

Table 4. Classification results per category
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near to those obtained in [1] where a lot of features and two word lists were used
for identifying non-referential from referential uses of it.

In the light of the obtained classification results, we are now revising some of
the annotations of the function of pronouns. This is especially the case for the
cataphoric function.

4.3 Classification of pronouns in texts enriched with PoS and
lemma information

In these experiments we run classification on the texts adding to the words
lemma and PoS information. A window of one word preceding and three words
following the sn-pronouns was used in order to reduce the size of the data.

The best results obtained by various classifiers on n-grams of words, of
words+lemma, of words+PoS and of words+lemma+PoS are in table 5. These

lData [Algorithm [Precision[Recall[F—measure‘
All Baseline 18.3 42.8 [25.7

word Rotation Forest|60.7 63.3 |60.5
word+lemma NBTree 61.4 63.9 |62
word+PoS RotationF 62.4 64 61.5
word-+lemma-+PoS|SMO 61.3 64.3 [62.1

Table 5. Classification results: words and linguistic features

results indicate that adding lemma and PoS information increases the perfor-
mance of classification, but these improvements are not significant®.

The precision of the PoS tagger (the Brill tagger [2] trained on the Danish
Parole corpus [11]) used to tag the textual data is approx. 97%. The precision
of the CST lemmatiser [13] which was used on the texts is also approx. 97%.

Using manually corrected annotation might improve more the classification
results.

5 Conclusions and future work

In the paper we have described unsupervised and supervised machine learning
experiments with the purpose of recognising the function of Danish sn-pronouns
in texts and spoken data of various type.

The results of our clustering experiments indicate that unsupervised learning
on datasets of the size we are working with does not provide satisfactory results
for the task of recognising so fine-grained functions of sn-pronouns as those
provided in the annotation because too few clusters are identified and correctness
is too low.

5 In the experiments significance was calculated as corrected resampled t-test via the
WEKA experimenter[26].
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The results of classification using simple n-grams and the annotation of the
function of sn-pronouns gave an improvement with respect to the baseline of
36.4% on text data, 37.9% on the DANPASS monologues and 43.1% on the
DANPASS dialogues and 19.1% on the LANCHART+TV dialogues. Our results
for the first three datasets are better than those reported for a Dutch sn-pronoun
by [12]. These results indicate that classifiers can be useful to tag the function of
pronouns in texts, monologues and some types of dialogues, although the data
cannot be used without manual correction.

We also run the classification experiments on the text data adding lemma and
PoS information to the n-grams . The added linguistic information improved the
performance of the classifiers on the data, but the improvement is not significant.

An analysis of the human classification of the function of pronouns in light of
the results of classification indicates that the definition of the cataphoric function
is problematic, and that vague anaphors are in many cases difficult to identify
automatically. We are now revising some of the annotations in the light of the
classification results.

In future we will include in the data syntactic information extracted from
a large computational lexicon which contains some of the information which is
useful to identify expletive, abstract and individual anaphoric uses of pronouns
and test whether classification improves on our datasets enriched with this type
of information.
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